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Abstract: Nowadays, consumers can find basic information about a wide range of offers with almost 

no effort. For example, Internet sites give information about second-hand cars regarding the mark, age, 

price, engine type/size and distance travelled. This information suffices to assess whether a car is 

potentially attractive, but is not sufficient to make a final decision. The authors have developed an 

automatic procedure for selecting a shortlist of offers that aims to maximize a weighted average of the 

attractiveness and diversity of the offers on the shortlist. The consumer determines the number of offers 

to be placed on the shortlist and the relative importance of the traits considered. The authors have 

compared the results obtained by applying two methods of multicriteria assessment.  
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Introduction 

Due to the rise of information technology, consumers can find information regarding a very 

large number of products with almost no effort. Since humans’ ability to process information 

is limited, this may lead to the so-called paradox of choice, see Schwartz (2004). This paradox 

lies in the fact that when there exist a large number of offers, a decision maker (DM) might gain 

by only paying attention to a small set of offers rather than expending a large amount of effort 

with the aim of selecting the best of the offers. A DM who concentrates his/her efforts on a 

small subset of offers will almost certainly not purchase the best offer according to the DM’s 

preferences. However, since the DM has invested less time and effort in making a purchase, the 

expected overall reward from such a search procedure is likely to be greater. 

 

Due to limits on human cognition, DMs adopt heuristic rules that are suited both to the structure 

of the information available and the abilities of the DM (see Simon 1956, Todd and Gigerenzer 

2000). Assume that a DM can gain some useful information about offers very cheaply, but 

relatively close inspection is required to accurately assess an offer. This will be the case, for 

example, when an individual is looking for a flat or a second-hand car. Basic information can 

be easily found via the Internet. However, physically viewing an offer is necessary to accurately 
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appraise its value. To reduce search costs, a DM can select a shortlist of offers to physically 

view based on information from the Internet. Very often, Internet sites give a standardized set 

of traits describing an offer. Many of these traits are either numerical or fall into clear 

categories, e.g. type of engine. Hence, automatic procedures enabling the selection of shortlists 

of offers from databases may be of great practical use. 

 

It is assumed that the goal of creating a shortlist is to ultimately select a single valuable resource, 

instead of using a shortlist to choose multiple options (e.g. Durbach and Davis 2012, present a 

model of choosing several ways of reducing electricity bills). We concentrate on the initial step 

of the selection procedure, i.e. choosing the shortlist. On the other hand, Belton (1985) 

considers how a DM should make a final choice from an initial shortlist. 

 

Several recent articles have considered the concept and theoretical properties of shortlists (e.g. 

Masatlioglu et al. 2012, Lleras et al. 2017). Borah and Kops (2019) model search processes 

under which decision makers form shortlists on the basis of information from peers. The 

shortlist heuristic can be applied when offers are described by multiple criteria  

(Dulleck et al. 2011) or can be placed in clear categories (Armouti-Hansen and Kops 2018). 

 

Manzini and Mariotti (2007) assume that a DM forms a sequence of shortlists of decreasing 

size using a set of criteria ordered from most to least important until an offer is selected. Au and 

Kawai (2011) present a model of selecting a shortlist on the basis of initial information. More 

information is then gained about the offers on the shortlist, before a final selection is made. 

These papers describe general properties of such decision rules. A desirable criterion is given 

by the Weak Axiom of Revealed Preferences (WARP, see Lleras et al. 2017). This criterion is 

fulfilled when the following condition is satisfied: if offers x and y belong to both of the sets S 

and T and x is chosen from S, then y is never chosen from T. In mathematical terms, when c(S) 

is the offer chosen from S under a given search procedure 

 

                                              [𝑐(𝑆) = 𝑥, 𝑦 ∈ 𝑆, 𝑥 ∈ 𝑇] ⇒ [𝑐(𝑇) ≠ 𝑦].                                               (1) 

                                

Search procedures that construct a shortlist of fixed size using initial information do not satisfy 

WARP, which can be seen as follows. Suppose that offer y is more attractive than offer x based 

on initial information, but close inspection shows that x is more attractive than y. One can define 

sets of offers S and T, such that both x and y are on the shortlist of offers from S and x is 

ultimately chosen, but x is not on the shortlist of offers from set T and y is chosen. Although 

such procedures do not satisfy WARP, when close inspection of offers is costly, they can 

significantly reduce search costs compared with procedures satisfying WARP. 

 

Few articles present optimization models involving shortlists. Ramsey (2019) presents a model 

under which a DM forms a shortlist based on initial information. The offers on the shortlist are 

then observed closely and the highest ranked offer on the shortlist, according to all the 

information obtained, is accepted. The DM cannot precisely assess offers, but is able to define 

a linear ranking of offers using the information available. The DM’s strategy determines the 

number of offers on the shortlist, n. The search costs are convex in n. Under quite weak 

assumptions about the information regarding the value of an offer, the marginal gain from 

increasing the length of the shortlist from n to n + 1 (the rise in the expected value of the offer 

chosen) is decreasing in n. Hence, the optimal length of the shortlist is the minimum value of n 

satisfying the following condition: the marginal gain from increasing n is not greater than the 

associated marginal rise in search costs. Olkin and Stephens (1993) model the choice of a 

shortlist of candidate employees when the goal is to hire the best candidate. 
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The approach presented here addresses some of the shortcomings in the model of Ramsey 

(2019). Above all, that model does not address the fact that selections are made on the basis of 

several traits. Secondly, the role of a shortlist in investigating a variety of offers is not 

considered. Various multicriteria approaches to assessing offers can be applied. We compare 

two such approaches: SAW (Simple Additive Weighting) and TOPSIS (Technique for Order of 

Preference by Similarity to Ideal Solution). According to SAW (see Keeney et al. 1993, Sahir 

et al. 2017), each offer is assessed using a weighted sum of scores, where each score is based 

on a linear or triangular function of a single trait. TOPSIS (see Yoon and Hwang 1995) assesses 

an offer based on its distances from the ideal offer and the “anti-ideal” offer in a space defined 

by the traits considered. Górecka et al. (2016) define the MARS (Measuring Attractiveness 

around Reference Solutions) approach, which may be interpreted as a generalization of 

TOPSIS. Decisions based on more complex approaches can be interpreted as choices made 

using the SAW method according to appropriately defined weights (see Kaliszewski and 

Podkopaev 2016). The importance (weights) of the traits can be defined in various manners. 

Here, we consider two approaches: a) the weights are specifically set by the DM, b) the weights 

are defined on the basis of verbal comparisons of pairs of traits using the Analytic Hierarchy 

Process (AHP, see Saaty and Peniwati 2008). Mariański et al. (2020) consider the construction 

of shortlists based on assessments of offers using the SAW method. 

 

As databases of offers can be large, automatic selection of shortlists may be very useful to DMs. 

Since databases often contain qualitative information about offers (e.g. photos), such a shortlist 

may also be used as an initial step in deciding which offers to physically view. The traits used 

to assess offers are classified into three categories: incentives (larger values are more attractive), 

disincentives (larger values are less attractive) and goal traits, (a target value is preferred, but 

specified variation is permissible). The minimum and maximum acceptable values of goal traits 

can be easily defined. In addition, the minimum (maximum) acceptable value for each incentive 

(disincentive, as appropriate) must be given. The DM should define the relative weights 

(importance) of each trait or, at least, verbally compare the importance of each pair of traits. 

Finally, the length of the shortlist should be chosen.  

 

Section 1 presents the general framework. The implementation of the framework for selecting 

a shortlist is illustrated in Section 2 on the basis of a simple example. Section 3 compares the 

results obtained using such a procedure to select a shortlist of real estate offers. Finally, some 

conclusions and directions for future research are given. 

 

1 General Framework 

The algorithm constructs shortlists using multivariate data that include continuous variables. 

The length of the shortlist is chosen by the DM. The DM gives a set of hard constraints that 

must be satisfied. Such constraints may also relate to discrete and qualitative variables. The 

initial filtering of offers based on hard constraints is illustrated in Section 2. Continuous traits 

are classified as incentives, disincentives or goal traits. The offers on the shortlist should satisfy 

the following two criteria: a) each offer is potentially attractive based on the available 

information, b) they should exhibit diversity. The second condition may enable a DM to make 

a more informed final choice, especially when he/she possesses limited information about the 

environment of the market, e.g., if the DM is looking for a flat in a new city. Thus the algorithm 

aims to maximize a weighted average of two measures: a) the attractiveness of offers on the 

shortlist and b) their diversity, which are defined in the following subsections.  
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1.1 Definition of the attractiveness measure 

Assume that I offers satisfy the hard constraints and each is assessed using J continuous traits. 

Let 𝑥𝑖,𝑗 be the value of the j-th trait for the i-th offer. Each observation is transformed to a value 

𝑟𝑖,𝑗 in the interval [0,1] according to the type of trait. If the j-th trait is an incentive, then 

 

 𝑟𝑖,𝑗 =
𝑥𝑖,𝑗 − 𝑥𝑚𝑖𝑛,𝑗

𝑥𝑚𝑎𝑥,𝑗 − 𝑥𝑚𝑖𝑛,𝑗
,                                                             (1) 

 

where 𝑥𝑚𝑖𝑛,𝑗 and 𝑥𝑚𝑎𝑥,𝑗 are the minimum and maximum values, respectively, of the j-th trait 

(among the offers satisfying the hard constraints). If the j-th trait is a disincentive, then 

 

                 𝑟𝑖,𝑗 =
𝑥𝑚𝑎𝑥,𝑗 − 𝑥𝑖,𝑗

𝑥𝑚𝑎𝑥,𝑗 − 𝑥𝑚𝑖𝑛,𝑗
.                                                            (2) 

 

If the j-th trait is a goal trait where xpref,j is the preferred value, let xmaxd,j be the maximum 

deviation from the preferred value (among the offers satisfying the hard constraints). Then,  

 

                 𝑟𝑖,𝑗 =
𝑥𝑚𝑎𝑥𝑑,𝑗 − |𝑥𝑖,𝑗 − 𝑥𝑝𝑟𝑒𝑓,𝑗|

𝑥𝑚𝑎𝑥𝑑,𝑗
.                                                   (3) 

 

Let 𝑤𝑗 be the weight of the j-th trait. These weights can be set by the DM or determined by 

comparing the importance of each pair of traits. Suppose that trait j is stated to be at least as 

important as trait k. Then the score ascribed to trait j, sj,k , is defined according to Table 1. The 

score given to trait k is 𝑠𝑘,𝑗 = 1/𝑠𝑗,𝑘. By definition 𝑠𝑗,𝑗 = 1. Even scores can be interpreted as 

the relative importance of traits lying between the two appropriate verbal descriptions. Two 

methods of defining weights using such scores are presented in Section 2.  

 

Table 1: Comparison of the importance of traits 
Score: sj,k Interpretation 

1 Traits j and k are equally important 

3 Trait j is slightly more important that trait k 

5 Trait j is more important than trait k 

7 Trait j is strongly more important than trait k 

9 Trait j is absolutely more important than trait k 

Source: Chiara Mocenni (via https://www3.diism.unisi.it/~mocenni/Note_AHP.pdf) accessed 23/07/2021 

 

The value ri,j is a standardized measure of offer i’s attractiveness according to trait j. Using 

SAW, the attractiveness of offer i based on the initial information is given by 𝐴𝑖
𝑆, where 

𝐴𝑖
𝑆 = ∑ 𝑤𝑗𝑟𝑖,𝑗                                                                         (4)

𝐽

𝑗=1

 

Using TOPSIS, the final value of 𝑟𝑖,𝑗 is calculated by multiplying the scaled variable, defined 

above, by 𝑤𝑗. Hence, 𝑟𝑖,𝑗 =  𝑤𝑗 may be interpreted as the “ideal” value of a trait and 𝑟𝑖,𝑗 = 0 as 

the “anti-ideal” value. Thus the vector (𝑤1, 𝑤2, … , 𝑤𝐽) corresponds to an “ideal” offer, while 

(0,0, … ,0) corresponds to an “anti-ideal” offer. We may calculate the distances between the i-

th offer and both the anti-ideal offer, 𝑆𝑖
+, and the ideal offer, 𝑆𝑖

−, as follows: 

 

𝑆𝑖
+ = √𝑟𝑖,1

2 + 𝑟𝑖,2
2 + ⋯ + 𝑟𝑖,𝐽

2  ;   𝑆𝑖
− = √( 𝑤1 − 𝑟𝑖,1)2 + ( 𝑤2 − 𝑟𝑖,2)2 + ⋯ + ( 𝑤𝐽 − 𝑟𝑖,𝐽)2 .    (5) 

 

https://www3.diism.unisi.it/~mocenni/Note_AHP.pdf
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An attractive offer is similar to the ideal, while being dissimilar to the anti-ideal. Hence, we 

define the attractiveness of the i-th offer, 𝐴𝑖
𝑇 , by 

 

𝐴𝑖
𝑇 =

𝑆𝑖
+

𝑆𝑖
+ + 𝑆𝑖

− .                                                                  (6) 

 

1.2 Definition of the diversity measure 

Suppose that the diversity of a set of offers, defined as a standardized mean distance between 

pairs of offers, is assessed on the basis of K continuous traits. These could be the same traits as 

those used to measure attractiveness. However, suppose that one trait used to assess an offer is 

the distance of a flat from the DM’s workplace. The diversity of offers should be based on the 

physical distance between pairs of flats and not on the “differences between distances to the 

workplace” (two flats located at the same distance from the workplace might be in completely 

different districts). In general, it suffices that the sets of traits defining both the attractiveness 

of an offer and the diversity of offers can be obtained from the database. 

 

Let 𝑦𝑖,𝑘 be the observation for the i-th offer of the k-th trait used in defining the distance between 

offers. Each of these traits is scaled to the interval [0, 1] as in Equation (1), i.e. set  

 

                          𝑠𝑖,𝑘 =
𝑦𝑖,𝑘 − 𝑦𝑚𝑖𝑛,𝑘

𝑦𝑚𝑎𝑥,𝑘 − 𝑦𝑚𝑖𝑛,𝑘
.                                                               (7) 

 

The distance between the i-th and m-th offers, 𝑑𝑖,𝑚, can initially be defined as the Euclidean 

distance between the vectors 𝒔𝑖 and 𝒔𝑚, where 𝒔𝑖 = (𝑠𝑖,1, 𝑠𝑖,2, … , 𝑠𝑖,𝐾). Hence, 

 

 𝑑𝑖,𝑚 = √(𝑠𝑖,1 − 𝑠𝑚,1)2 + (𝑠𝑖,2 − 𝑠𝑚,2)2 + ⋯ + (𝑠𝑖,𝐾 − 𝑠𝑚,𝐾)2 .                          (8) 

 

These distances are not standardized (the maximum possible distance is √𝐾). Dividing each 

distance by the largest distance between offers gives a standardized value. 

 

1.3 Construction of a shortlist 

Let the weight of the diversity of a shortlist be 𝛼. Define the score of the shortlist of offers 

𝑁, 𝑣(𝑁), to be 𝑣(𝑁) = (1 − 𝛼)𝑥̅𝑁 + 𝛼𝑑̅𝑁 , where 𝑥̅𝑁 is the mean attractiveness of the offers in 

𝑁 and 𝑑̅𝑁 is the mean of the standardized distances between pairs of offers in 𝑁. A shortlist of 

𝑛 offers is constructed by sequentially adding offers using the following greedy algorithm: 

 

1. Let 𝑐 = 1. The offer with the highest attractiveness score is placed on the list. 

2. Add the offer not yet placed on the list that maximizes the score of the new list. 

3. Let 𝑐 = 𝑐 + 1. If 𝑐 = 𝑛, then stop, otherwise return to 2. 

 

If no weight is ascribed to diversity, then the 𝑛 most attractive offers are placed on the shortlist. 

In this case, the algorithm maximizes the score of the shortlist (the mean of the attractiveness 

measures). However, if 𝛼 > 0, the shortlist formed is not necessarily optimal, since its score 

cannot be defined as the “sum of the individual gains made at each stage”.  

 

2 A Simple Example 

Suppose that a DM is looking for a flat. The following information on offers is available from 

an Internet site: a) price, b) size (in m2), c) no. of bedrooms, d) latitude relative to the DM’s 
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workplace (“distance north” - in kms), e) longitude relative to the DM’s workplace (“distance 

east” - in kms). The DM’s hard constraints and the types of the corresponding variables are: 

 

 Price: below 500 000 (disincentive). 

 Size: preferred size 80m2, ± 20m2 (target). 

 No. of bedrooms: between 2 and 4, inclusively (only used for initial filtering). 

 Distance from workplace: less than 10km (disincentive). 

 

Data about eight offers are given in Table 2. The distance from the workplace is defined as the 

Euclidean distance given by two positional coordinates. The DM wishes to select three flats to 

view. The number of bedrooms is only used in filtering based on the hard constraints. 

 

Table 2: Data regarding flats for sale 
 Price Size No. of bedrooms Distance N Distance E 

Flat 1 450 000 84 4 2.5 -1.4 

Flat 2 390 000 68 3 1.4 -0.9 

Flat 3 440 000 63 2 -0.8 0.6 

Flat 4 480 000 108 5 2.1 3.2 

Flat 5 420 000 76 3 3.1 1.4 

Flat 6 450 000 112 4 6.8 -9.3 

Flat 7 410 000 88 3 4.0 3.6 

Flat 8 490 000 72 3 -1.0 1.2 

Source: Example data given by the authors 

 

Based on the hard constraints, Flat 4 and Flat 6 are removed (e.g. they are too large). 

 

As noted in Section 1, the DM can define appropriate weights for the traits, either directly or 

indirectly using pairwise comparisons. Suppose that pairwise comparisons give the scores 

𝑠1,2 = 4, 𝑠1,3 = 8, 𝑠2,3 = 5. The resulting matrix of scores is A, where 

 

𝐴 = (
1 4 8

0.25 1 5
0.125 0.2 1

) .                                                          (9) 

 

Note that row i corresponds to the scores ascribed to trait i. 

 

One can define the weights of traits by normalizing the scores. The entries in each column are 

divided by the sum of the entries in that column. The weight of trait i is the mean of the 

normalized scores in row i. Hence, 𝑤1 ≈ 0.6893, 𝑤2 ≈ 0.2438, 𝑤3 ≈ 0.0669.  
 

One can also define the weights according to the eigenvector associated with the largest 

eigenvalue of the matrix of scores. The largest eigenvector is 3.0940 and the eigenvector 

corresponding to this eigenvector (standardized so that the sum of the components is one) gives 

𝑤1 ≈ 0.6986, 𝑤2 ≈ 0.2370, 𝑤3 ≈ 0.0643. When the comparisons are relatively consistent (see 

Kułakowski, 2015), these two methods provide weights of very similar values. 

 

The scaled data used to assess these offers are presented in Table 3. For the purposes of 

illustration, these traits are equally weighted (i.e. 𝑤𝑖 = 1/3, 𝑖 = 1, 2, 3). The data used to 

calculate the diversity of offers are given in Table 4. The matrix of distances and standardized 

distances between offers is presented in Table 5. We construct a shortlist of three flats when the 

weights ascribed to attractiveness and diversity are 10/13 and 3/13, respectively. TOPSIS is 

applied to assess the offers. The procedure based on SAW is analogous. First, the highest ranked 

offer (Flat 2) is placed on the shortlist. Next, we add a second offer to maximize the score of 
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the shortlist. This is illustrated in Table 6. On the basis of these calculations, Flat 7 is added to 

the shortlist. Finally, a third flat is added to the shortlist. This is illustrated in Table 7. It follows 

that the final shortlist consists of Flats 2, 7 and 8. 

 

The number of possible shortlists of three flats is 𝐶3 =
6!

3!3!
= 20.6  Thus exhaustive search 

could be easily used to find the optimal shortlist. However, when many offers satisfy the hard 

constraints compared to the length of the shortlist, the possible number of shortlists is 

approximately 𝐼𝑛/𝑛!. In comparison, the number of shortlists considered by the greedy 

algorithm is much smaller (of order 𝐼𝑛). Exhaustive search indicates that, in this case, the greedy 

algorithm finds the optimal shortlist of three offers based on the weighted score. 

 

Table 3: Data used to assess the attractiveness of flats (scaled data given in brackets) 
 Price Size Distance from workplace 𝐴𝑖

𝑆 𝑆𝑖
+ 𝑆𝑖

− 𝐴𝑖
𝑇 

Flat 1 450 000 (0.4) 84 (1) 2.8653 (0.5743) 0.6581 0.4069 0.2452 0.6239 

Flat 2 390 000 (1) 68 (0.3846) 1.6643 (0.8484) 0.7443 0.4555 0.2113 0.6832 

Flat 3 440 000 (0.5) 63 (0) 1.0000 (1) 0.5000 0.3727 0.3727 0.5000 

Flat 5 420 000 (0.7) 76 (1) 3.4015 (0.4519) 0.7173 0.4339 0.2083 0.6757 

Flat 7 410 000 (0.8) 88 (0.6923) 5.3814 (0) 0.4974 0.3527 0.3551 0.4983 

Flat 8 490 000 (0) 72 (0.6923) 1.5620 (0.8717) 0.5213 0.3711 0.3514 0.5136 

Source: Example data given by the authors (based on Table 2) 

 

Table 4: Data used to assess the diversity of offers (scaled data given in brackets) 
 Price Size Distance N Distance E 

Flat 1 450 000 (0.6) 84 (0.84) 2.5 (0.7) -1.4 (0) 

Flat 2 390 000 (0) 68 (0.2) 1.4 (0.48) -0.9 (0.10) 

Flat 3 440 000 (0.5) 63 (0) -0.8 (0.04) 0.6 (0.4) 

Flat 5 420 000 (0.3) 76 (0.52) 3.1 (0.82) 1.4 (0.56) 

Flat 7 410 000 (0.2) 88 (1) 4.0 (1) 3.6 (1) 

Flat 8 490 000 (1) 72 (0.36) -1.0 (0) 1.2 (0.52) 

Source: Example data given by the authors (based on Table 2) 

 

Table 5: Matrix of distances between offers 
 Flat 2 Flat 3 Flat 5 Flat 7 Flat 8 

Flat 1 0.9099 (0.5909) 1.1451 (0.7436) 0.7214 (0.4684) 1.1294 (0.7334) 1.0728 (0.6966) 

Flat 2  0.7574 (0.4918) 0.7208 (0.4681) 1.3268 (0.8616) 1.1968 (0.7772) 

Flat 3   0.9718 (0.6310) 1.5400 (1.0000) 0.6290 (0.4084) 

Flat 5    0.6829 (0.4435) 1.0907 (0.7082) 

Flat 7     1.5100 (0.9805) 

Source: Example data given by the authors (based on Table 2) 

 

Table 6: Step two of constructing a shortlist 
Shortlist Attractiveness scores Mean attractiveness Standardized Distance between offers Weighted Score 

{2, 1} {0.6832, 0.6239} 0.65355 0.5909 0.6391 

{2, 3} {0.6832, 0.5000} 0.59160 0.4918 0.5686 

{2, 5} {0.6832, 0.6757} 0.67945 0.4681 0.6307 

{2, 7} {0.6832, 0.4983} 0.59075 0.8616 0.6533 

{2, 8} {0.6832, 0.5136} 0.59840 0.7772 0.6397 

Source: Example data given by the authors (based on Table 2) 

 

Table 7: Step three of constructing a shortlist 
Shortlist Attractiveness scores Distance between offers* Weighted score 

{2, 7, 1} {0.6832, 0.4983, 0.6239} {0.8616, 0.5909, 0.7334} 0.6311 

{2, 7, 3} {0.6832, 0.4983, 0.5000} {0.8616, 0.4918, 1.0000} 0.6122 

{2, 7, 5} {0.6832, 0.4983, 0.6757} {0.8616, 0.4681, 0.4435} 0.6126 

{2, 7, 8} {0.6832, 0.4983, 0.5136} {0.8616, 0.7772, 0.9805} 0.6361 

Source: Example data given by the authors (based on Table 2). * - The three values are the distances between a) 

the first and second in the list, b) the first and third on the list and c) the second and the third on the list, respectively 

 

Applying the algorithm in conjunction with SAW, the shortlist chosen is {1,2,7}. Its score is 

0.6553. Exhaustive search indicates that the optimal shortlist and score are {1,2,5} and 0.6610, 
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respectively. The shortlist selected by the greedy algorithm is the third best according to the 

given criterion. From Table 3, it can be seen that the offers are ascribed identical ranks by both 

methods, while the range of attractiveness scores obtained using SAW is greater. Since the 

diversity measure does not depend on the method used to assess the offers, it is intuitive that 

the optimal shortlist based on SAW contains offers that are generally better ranked than the list 

obtained using TOPSIS. Flats 1, 2 and 7 (chosen using SAW) are ranked 1, 3 and 6, 

respectively. Using this criterion, the optimal shortlist actually includes the top three ranked 

offers. On the other hand, Flats 2, 7 and 8 (chosen using TOPSIS) are ranked 1, 4 and 6, 

respectively (this is the optimal shortlist in this case). However, this phenomenon might result 

from the specificity of the dataset. The choice of both the method of assessment and the weight 

ascribed to diversity will be investigated more thoroughly in future research. 

 

3 A Practical Example 

On 4th Feb. 2021 data regarding 11 321 offers of properties in the city of Wrocław were 

downloaded from the webpage www.otodom.pl. The data used were: price, size (in m2) and 

number of rooms. The goal of the analysis is to propose a shortlist of 30 offers using TOPSIS 

and SAW. The hard constraints that an offer must satisfy are as follows: 

 

1. Price: cannot exceed 500 000PLN (approx. €111 500). This is a disincentive. 

2. Size: target 80m2, permissible variation ±20m2. 

3. No. of rooms: at least three (only used for initial filtering). 

 

After eliminating the offers that did not satisfy these constraints, 1 176 offers remained. The 

weights ascribed to price and size were 0.3 and 0.7, respectively. The algorithm described in 

Section 1 was applied in conjunction with SAW and TOPSIS separately to derive shortlists of 

30 flats. Table 8 presents the mean rank, attractiveness and diversity of the offers selected 

according to both the method of assessment and weight ascribed to diversity, where 𝛼 ∈
{0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}.  

 

The mean measure of attractiveness varies according to the method applied. Hence, relative 

measures of the mean attractiveness of offers on the shortlist and their diversity are used to 

enable comparison. These relative measures are defined as the ratio between the given mean 

and the maximum of that mean (for SAW and TOPSIS individually). The maximum mean 

attractiveness occurs when 𝛼 = 0, while the maximum diversity occurs when 𝛼 = 1. The 

position “no. of offers in common” gives the size of the set of offers that are common to the 

shortlists derived using the two methods of assessment for a fixed value of 𝛼.  

 

When 𝛼 = 0, the 30 highest-ranked offers are placed on the shortlist. All but two (the 29th and 

30th) of the 30 offers ranked highest by TOPSIS are ranked in the top thirty using SAW. The 

two offers ranked in the top 30 by SAW, but not by TOPSIS, are ranked 27th and 30th. Hence, 

the rankings based on these methods are very highly correlated. When 𝛼 = 1, the algorithm 

first selects the highest-ranked offer and then successively adds the offer which maximizes 

diversity. Since the diversity measure is independent of the method of assessment, whenever 

the assessment methods rank the same offer most highly, the shortlists formed are identical. In 

the problem considered, the offer ranked first by TOPSIS is ranked second by SAW (and vice 

versa). The only difference between these two shortlists lies in the first offer chosen (the highest 

ranked by the appropriate method). The offer ranked highest by TOPSIS is a 78m2 flat costing 

425 000PLN, while the offer ranked highest by SAW is a 79m2 flat costing 443 980PLN. As 

these offers are very similar in both dimensions, it is unsurprising that the remaining offers 

placed on the list are independent of the starting point. It seems theoretically possible that 

http://www.otodom.pl/
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shortlists constructed in this way could be completely different. However, this is a theoretical 

consideration, since maximizing the diversity of offers without considering their attractiveness 

(apart from including the highest ranked offer) seems of little practical use. 

 

Table 8: The effect of the weight placed on diversity to the mean ranks, attractiveness and 

diversity of real estate offers placed on a shortlist of length 30 (1 176 offers satisfy the hard 

constraints). * It should be noted that the difference between the mean ranks obtained when 𝛼 =
0 results from offers having equal measures of attractiveness according to TOPSIS. 

  TOPSIS  SAW 

 

𝛼 = 0 
 

Mean rank (Max. rank) 15.7000 (32.5) 15.5000 (30) 

Mean attractiveness (mean diversity) 0.7121 (0.1342) 0.6933 (0.1424) 

Relative attractiveness (relative diversity) 1.0000 (0.2585) 1.0000 (0.2744) 

No. of offers in common  28 - 

 

𝛼 = 0.1 

 

Mean rank (Max. rank) 16.5000 (49) 17.0667 (60) 

Mean attractiveness (mean diversity) 0.7115 (0.1474) 0.6913 (0.1698) 

Relative attractiveness (relative diversity) 0.9991 (0.2839) 0.9971 (0.3273) 

No. of offers in common 28 - 

 

𝛼 = 0.2 

 

Mean rank (Max. rank) 21.4167 (113) 24.4333 (138) 

Mean attractiveness (mean diversity) 0.7046 (0.1841) 0.6795 (0.2302) 

Relative attractiveness (relative diversity) 0.9893 (0.3547) 0.9802 (0.4437) 

No. of offers in common 27 - 

 

𝛼 = 0.3 

 

Mean rank (Max. rank) 39.0000 (338) 33.6667 (301) 

Mean attractiveness (mean diversity) 0.6819 (0.2560) 0.6687 (0.2674) 

Relative attractiveness (relative diversity) 0.9576 (0.4933) 0.9646 (0.5155) 

No. of offers in common  29 - 

 

𝛼 = 0.4 

 

Mean rank (Max. rank) 78.2000 (465) 65.1667 (416) 

Mean attractiveness (mean diversity) 0.6383 (0.3387) 0.6307 (0.3403) 

Relative attractiveness (relative diversity) 0.8962 (0.6527) 0.9098 (0.6558) 

No. of offers in common 26 - 

 

𝛼 = 0.5 
 

Mean rank (Max. rank) 142.6833 (540) 121.1000 (560.5) 

Mean attractiveness (mean diversity) 0.5756 (0.4153) 0.5746 (0.4061) 

Relative attractiveness (relative diversity) 0.8083 (0.8002) 0.8288 (0.7827) 

No. of offers in common  25 - 

 

𝛼 = 0.6 

 

Mean rank (Max. rank) 204.2333 (1176) 188.7333 (1176) 

Mean attractiveness (mean diversity) 0.5224 (0.4581) 0.5203 (0.4496) 

Relative attractiveness (relative diversity) 0.7336 (0.8827) 0.7506 (0.8865) 

No. of offers in common 26 - 

 

𝛼 = 0.7 

 

Mean rank (Max. rank) 336.1667 (1176) 325.9000 (1176) 

Mean attractiveness (mean diversity) 0.4402 (0.5024) 0.4317 (0.4985) 

Relative attractiveness (relative diversity) 0.6181 (0.9681) 0.6228 (0.9607) 

No. of offers in common  26 - 

 

𝛼 = 0.8 
 

Mean rank (Max. rank) 386.9333 (1176) 368.0333 (1176) 

Mean attractiveness (mean diversity) 0.4107 (0.5118) 0.4024 (0.5092) 

Relative attractiveness (relative diversity) 0.5767 (0.9862) 0.5805 (0.9815) 

No. of offers in common  28 - 

 

𝛼 = 0.9 

 

Mean rank (Max. rank) 460.3667 (1176) 424.3667 (1176) 

Mean attractiveness (mean diversity) 0.3704 (0.5184) 0.3703 (0.5160) 

Relative attractiveness (relative diversity) 0.5201 (0.9989) 0.5341 (0.9945) 

No. of offers in common  28 - 

 

𝛼 = 1.0 
 

Mean rank (Max. rank) 498.2667 (1176) 499.4333 (1176) 

Mean attractiveness (mean diversity) 0.3490 (0.5190) 0.3300 (0.5188) 

Relative attractiveness (relative diversity) 0.4900 (1.0000) 0.4759 (1.0000) 

No. of offers in common  29 - 

Source: A program written in R by the authors to construct shortlists of attractive offers using data from the Internet 

site www.otodom.pl (accessed Feb. 4th, 2021) 

 

Optimizing the weight ascribed to diversity is of major practical importance. For 𝛼 ≤ 0.3, the 

relative attractiveness of the offers on the shortlist is greater than 0.95. Closer investigation 

http://www.otodom.pl/
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indicates that the twenty highest ranked offers are always selected for such values of 𝛼. 

Additionally, when 𝛼 is between 0.1 and 0.3, several offers selected significantly differ from 

the highest ranked offers, but are relatively well ranked (within the top 30% of the offers 

satisfying the hard constraints). Hence, using such values of 𝛼 may be appropriate. It is 

interesting to compare the diversity of the offers satisfying the hard constraints with the 

diversity of the offers placed on a shortlist. The diversity of the offers that satisfy the hard 

constraints is 0.2277. Using TOPSIS to assess the attractiveness of offers, the diversity of offers 

on the shortlist for 𝛼 = 0.1, 0.2, 0.3 is 0.1474, 0.1841 and 0.2560, respectively. Using SAW, 

the analogous diversity measures are 0.1698, 0.2302 and 0.2674. The program takes about 5 

seconds to run for a given value of 𝛼 on a laptop with a 1.4GH Intel Core i5 processor. Hence, 

one can propose the following rule of thumb for choosing a shortlist:  

 

1. Construct shortlists using about 10 relatively low values of 𝛼. 
2. Select the shortlist for which the mean distance between offers is most similar to the 

mean distance between offers that satisfy the hard constraints. 

 

This is a heuristic procedure for maximizing the mean attractiveness of offers on the shortlist 

while preserving their diversity. This approach seems logical when the DM has limited 

knowledge of a market, otherwise a slightly smaller value of 𝛼 might be appropriate. 

Additionally, appropriate values of the parameter 𝛼 may depend on the preferences of the DM 

and the joint distribution of the traits used. This will be investigated in future research. 

 

Conclusion 

We have presented an original algorithm that constructs shortlists of attractive offers from large 

databases. This approach is very practical when a DM wishes to purchase a unique good for 

which some information can be accessed easily using a database, but offers need to be carefully 

inspected before purchase. The size of this shortlist, together with hard constraints that an offer 

must satisfy, are defined by the DM. Firstly, the offers that do not satisfy the hard constraints 

are removed. The remaining offers are then evaluated using a method for multicriteria 

assessment. Finally, a shortlist is constructed by an algorithm, whose goal is to maximize a 

weighted average of the mean assessments of the offers on the shortlist and their diversity. Such 

a procedure is practical in deciding which offers to physically observe. 

 

This algorithm was illustrated using an example in which a shortlist of flats is chosen. The 

results show that both SAW and TOPSIS can be successfully adapted to select such shortlists. 

For these data, when a weight of between 0.1 and 0.3 is ascribed to the diversity of offers on 

the shortlist, this algorithm produces shortlists which include highly ranked offers that exhibit 

a similar level of diversity to those satisfying the hard constraints. Since a suitable weighting 

procedure may depend on the preferences of the DM and the joint distribution of the traits 

considered, a heuristic procedure for selecting the value of the weight, 𝛼, is suggested. 

Essentially, this procedure aims to maximize the mean attractiveness of the offers on the 

shortlist, while preserving the diversity of the offers that satisfy the hard constraints. The 

robustness of such a procedure will be investigated in future research. 

 

The set of variables used may be expanded relatively easily. Since the measures of 

attractiveness and diversity are scaled to the range [0, 1], this method should be robust to the 

number of variables used. Also, the relationship between the time required by the algorithm and 

the number of variables used only depends on checking whether the hard constraints are 

satisfied and calculating the attractiveness and distance measures. The complexity of these 
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procedures is linear in the number of variables used. Hence, the inclusion of extra variables 

should not be problematic. This will be checked in a future extensive study. 

 

Various multicriteria methods for assessing the attractiveness of an offer are available. We have 

considered the use of TOPSIS and SAW to construct a shortlist of real estate offers. The 

shortlists formed using these two approaches were very similar. Since SAW is easier to 

understand/interpret, it might be more practical to implement an algorithm based on this 

approach. In the future, we will compare procedures for selecting shortlists over a wider range 

of problems, in order to propose a robust approach to such problems. 
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